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Knowledge-Based Multimedia
Content Indexing and Retrieval

Manolis Wallace, Yannis Avrithis, Giorgos Stamou and Stefanos Kollias

12.1 Introduction

By the end of the last century the question was not whether digital archives are technically
and economically viable, but rather how digital archives would be efficient and informative. In
this framework, different scientific fields such as, on the one hand, development of database
management systems, and, on the other hand, processing and analysis of multimedia data, as
well as artificial and computational intelligence methods, have observed a close cooperation
with each other during the past few years. The attempt has been to develop intelligent and
efficient human–computer interaction systems, enabling the user to access vast amounts of
heterogeneous information, stored in different sites and archives.

It became clear among the research community dealing with content-based audiovisual
data retrieval and new emerging related standards such as MPEG-21 that the results to be
obtained from this process would be ineffective, unless major focus were given to the semantic
information level, defining what most users desire to retrieve. It now seems that the extraction
of semantic information from audiovisual-related data is tractable, taking into account the
nature of useful queries that users may issue and the context determined by user profiles [1].

Additionally, projects and related activities supported under the R&D programmes of the
European Commission have made significant contributions to developing:

� new models, methods, technologies and systems for creating, processing, managing, net-
working, accessing and exploiting digital content, including audiovisual content;

� new technological and business models for representing information, knowledge and know-
how;

� applications-oriented research, focusing on publishing, audiovisual, culture, education and
training, as well as generic research in language and content technologies for all applications
areas.
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300 Multimedia Content and the Semantic Web

In this chapter a novel platform is proposed that intends to exploit the aforementioned ideas in
order to offer user friendly, highly informative access to distributed audiovisual archives. This
platform is an approach towards realizing the full potential of globally distributed systems that
achieve information access and use. Of primary importance is the approach’s contribution to
the Semantic Web [2]. The fundamental prerequisite of the Semantic Web is ‘making content
machine-understandable’; this happens when content is bound to some formal description of
itself, usually referred to as ‘metadata’. Adding ‘semantics to content’ in the framework of this
system is achieved through algorithmic, intelligent content analysis and learning processes.

The system closely follows the developments of MPEG-7 [3–5] and MPEG-21 [6] stan-
dardization activities, and successfully convolves technologies in the fields of computational
intelligence, statistics, database technology, image/video processing, audiovisual descriptions
and user interfaces, to build, validate and demonstrate a novel intermediate agent between
users and audiovisual archives. The overall objective of the system is to be a stand-alone,
distributed information system that offers enhanced search and retrieval capabilities to users
interacting with digital audiovisual archives [7]. The outcome contributes towards making
access to multimedia information, which is met in all aspects of everyday life, more effective
and more efficient by providing a user-friendly environment.

The chapter is organized as follows. In Section12.2 we provide the general architecture of the
proposed system. We continue in Section 12.3 by presenting the proprietary and standard data
models and structures utilized for the representation and storage of knowledge, multimedia
document information and profiles. Section 12.4 presents the multimedia indexing algorithms
and tools used in offline mode, while Section 12.5 focuses on the operation of the system
during the query. Section 12.6 is devoted to the personalization actions of the system. Finally,
Section 12.7 provides experimental results from the actual application of the proposed system
and Section 12.8 discusses the directions towards which this system will be extended through
its successor R&D projects.

12.2 General Architecture

The general architecture is provided in Figure 12.1, where all modules and subsystems are
depicted, but the flow of information between modules is not shown for clarity. More detailed
information on the utilized data models and on the operation of the subsystems for the two
main modes of system operation, i.e. update mode and query mode, are provided in the fol-
lowing sections. The system has the following features:

� Adopts the general features and descriptions for access to multimedia information proposed
by MPEG-7 and other standards such as emerging MPEG-21.

� Performs dynamic extraction of high-level semantic description of multimedia documents
on the basis of the annotation that is contained in the audiovisual archives.

� Enables the issuing of queries at a high semantic level. This feature is essential for unify-
ing user access to multiple heterogeneous audiovisual archives with different structure and
description detail.

� Generates, updates and manages users’ profile metadata that specify their preferences against
the audiovisual content.

� Employs the above users’ metadata structures for filtering the information returned in re-
sponse to their queries so that it better fits user preferences and priorities.
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Figure 12.1 General architecture of the system

� Gives users the ability to define and redefine their initial profile.
� Is capable of communicating with existing audiovisual archives with already developed

systems with proprietary (user and system) interfaces.
� User interfaces employ platform-independent tools targeting both the Internet and WWW

and broadcast type of access routes.

Additionally, it is important that the system has the following features related to user query
processing:

� Response time: internal intelligent modules may use semantic information available in the
DBMS (calculated by Detection of Thematic Categories (DTC), Detection of Events and
Composite Objects (DECO) and the UserProfile Update Module) to locate and rank mul-
timedia documents very quickly, without querying individual audiovisual archives. In cases
where audiovisual unit descriptions are required, query processing may be slower due to the
large volume of information. In all cases it is important that the overall response time of the
system is not too long as perceived by the end user.

� Filtering: when a user specifies a composite query, it is desirable that a semantic query
interpretation is constructed and multimedia documents are filtered as much as possible
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according to the semantic interpretation and the user profile, in order to avoid the over-
whelming responses of most search engines.

� Exact matching: in the special cases where the user query is simple, e.g. a single keyword, the
system must return all documents whose description contains the keyword; no information
is lost this way.

� Ranking: in all cases retrieved documents must be ranked according to the user’s preferences
and their semantic relevance to the query, so that the most relevant documents are presented
first.

� Up-to-date information: since the system is designed for handling a large number of in-
dividual audiovisual archives whose content may change frequently, the DBMS must be
updated (either in batch updates or in updates on demand) to reflect the most recent archive
content.

The description of the subsystems’ functionality follows the distinction between the two main
modes of operation. In query mode, the system is used to process user requests, and possibly
translate and dispatch them to the archives, and assemble and present the respective responses.
The main internal modules participating in this mode are the query analysis, search engine,
audiovisual classification and presentation filtering modules.

An additional update mode of operation is also necessary for updating the content description
data. The general scope of the update mode of operation is to adapt and enrich the DBMS
used for the unified searching and filtering of audiovisual content. Its operation is based
on the semantic unification and the personalization subsystems. The semantic unification
subsystem is responsible for the construction and update of the index and the ontology, while the
personalization subsystem updates the user profiles. In particular, a batch update procedure can
be employed at regular intervals to perform DTC and DECO on available audiovisual units and
update the database. Alternatively, an update on demand procedure can be employed whenever
new audiovisual units are added to individual archives to keep the system synchronized at all
times. Similar choices can be made for the operation of the user profile update module. The
decision depends on speed, storage and network traffic performance considerations. The main
internal modules participating in the update mode are DTC, DECO, ontology update and user
profile update.

In the following we start by providing details on the utilized data structures and models,
continue by describing the functionality of the objective subsystems operating in offline and
online mode, where additional diagrams depict detailed flow of information between modules,
and conclude with the presentation of the personalization methodologies.

12.3 The Data Models of the System

The system is aimed to operate as a mediator, providing to the end user unified access to diverse
audiovisual archives. Therefore, the mapping of the archive content on a uniform data model is
of crucial importance. The specification of the model itself is a challenging issue, as the model
needs to be descriptive enough to adequately and meaningfully serve user queries, while at
the same time being abstract and general enough to accommodate the mapping of the content
of any audiovisual archive. In the following we provide an overview of such a data model,
focused on the support for semantic information services.
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12.3.1 The Ontology

The ontology of the system comprises a set of description schemes (DSs) for the definition of all
semantic entities and their relations. It actually contains all knowledge of semantic information
used in the system. The ontology, among other actions, allows:

� storing in a structured manner the description of semantic entities and their relations that
experts have defined to be useful for indexing and retrieval purposes;

� forming complex concepts and events by the combination of simple ones through a set of
previously specified relations;

� expanding the user query by looking for synonyms or related concepts to those contained in
the semantic part of the query.

To make the previous actions possible, three types of information are included in the ontology:

� Semantic entities: entities such as thematic categories, objects, events, concepts, agents and
semantic places and times are contemplated in the encyclopedia. All normative MPEG-7
semantic DSs are supported for semantic entities whereas the treatment of thematic categories
as semantic entities is unique to the system, so additional description schemes are specified.

� Semantic relations: the relations linking related concepts as well as the relations between
simple entities to allow forming more complex ones are specified. All normative MPEG-7
semantic DSs are supported for semantic relations.

� A thesaurus: it contains simple views of the complete ontology. Among other uses, it provides
a simple way to associate the words present in the semantic part of a query to other concepts
in the encyclopedia. For every pair of semantic entities (SEs) in the ontology, a small number
of semantic relations are considered in the generation of the thesaurus views; these relations
assess the type and level of relationship between these entities. This notion of a thesaurus is
unique to this system and, therefore, additional DSs are specified.

An initial ontology is manually constructed possibly for a limited application domain or specific
multimedia document categories. That is, an initial set of semantic entities is created and
structured using the experts’ assessment and the supported semantic relations. The thesaurus
is then automatically created.

A similar process is followed in the ontology update mode, in which the knowledge experts
specify new semantic entities and semantic entity relations to be included in the encyclopedia.
This is especially relevant when the content of the audiovisual archives is dramatically altered
or extended.

Semantic entities

The semantic entities in the ontology are mostly media abstract notions in the MPEG-7 sense.
Media abstraction refers to having a single semantic description of an entity (e.g. a soccer
player) and generalizing it to multiple instances of multimedia content (e.g. a soccer player from
any picture or video). As previously mentioned, entities such as thematic categories, objects,
events, concepts, agents and semantic places and times are contemplated in the ontology, and



UNCORREC
TED

PROOF

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

JWBK013-12 JWBK013-Stamou January 13, 2005 17:10 Char Count= 0

Knowledge-Based Indexing and Retrieval 309

Figure 12.11 The UserPreferences DS. Although the metadata part is supported, the main emphasis of
the system is on the semantic portion of the user preferences

Figure 12.12 Preferences are grouped in preference degrees for the predefined categories and custom,
automatically mined, interests

or preference for short summaries). Semantic preferences may again be divided into two (pos-
sibly overlapping) categories. The first contains records of thematic categories, thus indicating
user preference for documents related to them. The second, which we may refer to as inter-
ests, contains records of simple or composite semantic entities or weighted sets of semantic
entities, thus indicating user preference for documents related to them. Both metadata-related
and semantic preferences are mined through the analysis of usage history records and will be
accompanied by weights indicating the intensity of the preference. The range of valid values
for these weights may be such as to allow the description of ‘negative’ intensity. This may be
used to describe the user’s dislike(s).

Metadata-related and structural preferences are stored using the UserPreferences DS, which
has been defined by MPEG-7 for this purpose. Still, it is the semantic preferences that require
the greater attention, since it is at the semantic level that the system primarily targets. Semantic
preferences are stored using the system proprietary SemanticPreferences DS.

This contains the semantic interests, i.e. degrees of preference for semantic entities and
degrees of preference for the various predefined thematic categories. Out of those, the the-
matic categories, being more general in nature, (i) are related to more documents than most
semantic entities and (ii) are correctly identified in documents by the module of DTC, which
takes the context into consideration. Thus, degrees of preference for thematic categories are
mined with a greater degree of certainty than the corresponding degrees for simple semantic
entities and shall be treated with greater confidence in the process of personalization of re-
trieval than simple interests. For this reason it is imperative that thematic categories are stored
separately from interests. The SemanticPreferences DS contains a ThematicCategoryPrefer-
ences DS (Figure 12.13), which corresponds to the user’s preferences concerning each of
the predefined thematic categories, as well as an Interests DS (Figure 12.14), which contains
mined interests for more specific entities in the ontology. Static profiles, either predefined
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Figure 12.13 The ThematicCategoryPreferenceType allows both for preference and dislike degrees for
a given topic/thematic category

Figure 12.14 The InterestType provides for the representation of complex notions and composite
objects in the form of fuzzy sets of semantic entities

by experts or defined by the end users themselves, only contain preferences for thematic
categories.

The ThematicCategoryPreferences DS contains a record for each thematic category in the
ontology. This entry contains a thematic category identifier and a weight indicating the intensity
of the user’s preference for the specific thematic category. When, on the other hand, it comes
to the representation of more specific, automatically estimated user interests, such a simple
representation model is not sufficient [8].

For example, let us examine how an error in estimation of interests affects the profiling system
and the process of retrieval, in the cases of positive and negative interests. Let us suppose that
a user profile is altered by the insertion of a positive interest that does not actually correspond
to a real user interest. This will result in consistent selection of irrelevant documents; the user
reaction to these documents will gradually alter the user profile by removing this preference,
thus returning the system to equilibrium. In other words, miscalculated positive interests are
gradually removed, having upset the retrieval process only temporarily.

Let us now suppose that a user profile is altered by the insertion of a negative interest that
does not correspond to a real user dislike. Obviously, documents that correspond to it will be
down-ranked, which will result in their consistent absence from the set of selected documents;
therefore the user will not be able to express an interest in them, and the profile will not be
re-adjusted.

This implies that the personalization process is more sensitive to errors that are related
to negative interests, and therefore such interests need to be handled and used with greater
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caution. Therefore, negative interests need to be stored separately than positive ones, so that
they may be handled with more caution in the process of personalized retrieval.

Let us also consider the not rare case in which a user has various distinct interests. When
the user poses a query that is related to one of them, then that interest may be used to facilitate
the ranking of the selected documents. Usage of interests that are unrelated to the query may
only be viewed as addition of noise, as any proximity between selected documents and these
interests is clearly coincidental, in the given context. In order to limit this inter-preference
noise, we need to be able to identify which interests are related to the user query, and to
what extent. Thus, distinct positive interests need to be stored separately from each other
as well.

Following the above principles, the Interests DS contains records of the interests that were
mined from this profile’s usage history; each of these records is composed of an interest
intensity value as well as a description of the interest (i.e. the semantic entities that compose
it and the degree to which they participate to the interest). Simple and composite semantic
entities can be described using a single semantic entity identifier. Weighted sets can easily be
described as a sequence of semantic entity identifiers accompanied by a value indicating the
degree of membership.

12.3.4 Archive Profiles

The main purpose of an audiovisual archive profile is to provide a mapping of an archive’s
custom multimedia document DS to the system’s unified DSs. Each archive profile contains
all necessary information for the construction of individual queries related to metadata, and
particularly mapping of creation, media, usage, syntactic, access and navigation description
schemes. Therefore, the structure of archive profiles is based on the multimedia document
description schemes. Semantic description schemes are included as they are handled separately
by the semantic unification subsystem.

In contrast to the ontology, the index and the user profiles, the archive profiles are stored at
the distinct audiovisual archive interfaces and not in the central DBMS (Figure 12.15).

Figure 12.15 The information stored locally at the archive profile allows for the automatic translation
of system queries to a format that the custom content management application of the archive can parse,
as well as for the translation of the response in the standardized data structures of the system
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12.4 Indexing of Multimedia Documents

As we have already mentioned, the main goal of the system is to provide to the end users uniform
access to different audiovisual archives. This is accomplished by mapping all audiovisual
content to a semantically unified index, which is then used to serve user queries. The update
mode of operation, in addition to the analysis of usage history for the update of user preferences,
is charged with the effort to constantly adapt to archive content changes and enrich the index
used for the unified searching and filtering of audiovisual content.

The index is stored in the DBMS as an XML file containing pairs of semantic entities and
documents or document segments, and possibly degrees of association. This structure, although
sufficient as far as its descriptive power is concerned, does not allow for system operation in a
timely manner. Therefore, a more flexible format is used to represent the index information in
main memory; the chosen format employs binary trees to represent the index as a fuzzy binary
relation between semantic entities and documents (in this approach each document segment is
treated as a distinct document). This model allows for O(logn) access time for the documents
that are related to a given semantic entity, compared to a complexity of O(n) for the sequential
access to the stored XML index [9]. It is worth mentioning that although thematic categories
have a separate and important role in the searching process, they are a special case of other
concepts, and thus they are stored in the index together with other semantic entities.

The modules that update the semantic entities in the index and their links to the audiovisual
units are DECO and DTC (Figure 12.16). The former takes the multimedia document descrip-
tions as provided by the individual archive interfaces and maps them to semantic entities’
definitions in the ontology, together with a weight representing the certainty with which the
system has detected the semantic entities in question. Furthermore, it scans the audiovisual
units and searches for composite semantic structures; these are also linked together in the
index. The latter accepts as input the semantic indexing of each document, as provided in the
DBMS, and analyses it in order to estimate the degree to which the given document is related
to each one of the predefined thematic categories.

Detection of thematic 
categories (DTC)

Personalization

Detection of events 
and composite 
objects (DECO)

User profile update 
module

User profiles

- Usage history
- User preferences

Ontology

- Semantic entities
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- Semantic locators
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Figure 12.16 The system at update mode of operation
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As already mentioned, all update procedures may be performed globally for the entire
content of the audiovisual archives at regular intervals or whenever the audiovisual content
of an archive is updated. In the latter case, which is preferable due to low bandwidth and
computational cost, the update process is incremental, i.e. only the newly inserted audiovisual
unit descriptions need to be retrieved and processed.

Prior to any indexing process, the content of the ontology may be updated with the aid of the
ontology update module. The main goal of this module is to update the thesaurus according
to any changes in the detailed semantic relations of the ontology, as DECO and DTC rely
on correct input from the thesaurus views of knowledge in order to operate. Moreover, the
definitions of semantic entities of the encyclopedia need to be updated, especially when the
content of the audiovisual archives is dramatically changed.

12.4.1 Detection of Events and Composite Objects

The DECO is executed in a two-pass process for each multimedia document that has to be
indexed. In the first pass the audiovisual archive is queried and the full description of a document
that has not yet been indexed, or whose description has been altered, is retrieved. The individual
archive interface assures that the structure that arrives at the central system is compliant with
the MPEG-7 multimedia content description standard, thus allowing a unified design and
operation of the indexing process to follow. The DECO module scans the MPEG-7 description
and identifies mentioned semantic entities by their definitions in the ontology. Links between
these semantic elements and the document in question are added to the index; weights are
added depending on the location of the entity in the description scheme and the degree of
matching between the description and the actual entity definition in the ontology.

In the second pass, the DECO module works directly on the semantic indexing of documents,
attempting to detect events and composite objects that were not directly encountered in the
document descriptions, but the presence of which can be inferred from the available indexing
information. The second pass of the DECO process further enriches the semantic indexing of
the documents.

Although the importance of the DECO as a stand-alone module is crucial for the opera-
tion of the overall system, one may also view it as a pre-processing tool for the following
DTC procedure, since the latter uses the detected composite objects and events for thematic
categorization purposes.

12.4.2 Detection of Thematic Categories

The DTC performs a matching between the archived material and the predefined thematic
categories. It takes as input the indexing of each multimedia document, or document segment,
as provided in the index by the DECO module, and analyses it in order to estimate the degree
to which the document in question is related to each one of the thematic categories. Although
the output of DTC is also stored in the index, as is the output of DECO, an important difference
exists between the two: the weights in the output of DECO correspond to degrees of confidence,
while the degrees in the output of DTC correspond to estimated degrees of association. Another
important difference between the DECO and DTC modules is that whereas DECO searches
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for any semantic link between multimedia documents and semantic entities, DTC limits its
operation to the case of thematic categories.

What makes the predefined categories, and accordingly the DTC process, so important, is the
fact that through them a unified representation of multimedia documents originating from dif-
ferent audiovisual archives is possible. Thus, they have a major contribution to the semantic uni-
fication and unified access of diverse audiovisual sources, which is the main goal of the system.

12.4.3 Indexing Algorithms

The DTC and DECO run in offline time. They first run when the encyclopedia and audiovisual
archive documents are constructed to create the index. Every time the audiovisual archives are
enriched with new documents, or the annotation of existing documents is altered, the DTC and
DECO run in order to update the index accordingly, processing only the updated segments of
the audiovisual archives. Every time the ontology is updated the DTC and DECO run for all the
audiovisual archives, and all the documents in each archive, in order to create a new index; an
incremental update is not appropriate, as the new entities and new thesaurus knowledge views
will result in different analysis of the document descriptions. In the following we provide more
details on the methodologies utilized by these modules in the process of document analysis,
after the first pass of DECO has completed, having provided an elementary semantic indexing
of multimedia content.

The utilized view of the knowledge

The semantic encyclopedia contains 110 000 semantic entities and definitions of numerous
MPEG-7 semantic relations. As one might expect, the existence of many relations leads to
the dividing of the available knowledge among them, which in turn results in the need for the
utilization of more relations than one for the meaningful analysis of multimedia descriptions.
On the other hand, the simultaneous consideration of multiple semantic relations would pose
an important computational drawback for any processing algorithm, which is not acceptable
for a system that hopes to be able to accommodate large numbers of audiovisual archives and
multimedia documents. Thus, the generation of a suitable view T in the thesaurus is required.
For the purpose of analysing multimedia document descriptions we use a view that has been
generated with the use of the following semantic relations:

� Part P , inverted.
� Specialization Sp.
� Example Ex. Ex(a,b) > 0 indicates that b is an example of a. For example, a may be ‘player’

and b may be ‘Jordan’.
� Instrument Ins. Ins(a,b) > 0 indicates that b is an instrument of a. For example, a may be

‘music’ and b may be ‘drums’.
� Location Loc, inverted. L(a,b) > 0 indicates that b is the location of a. For example, a may

be ‘concert’ and b may be ‘stage’.
� Patient Pat. Pat(a,b) > 0 indicates that b is a patient of a. For example, a may be ‘course’

and b may be ‘student’.
� Property Pr, inverted. Pr(a,b) > 0 indicates that b is a property of a. For example, a may be

‘Jordan’ and b may be ‘star’.
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Thus, the view T is calculated as:

T = (Sp ∪ P−1 ∪ Ins ∪ Pr−1 ∪ Pat ∪ Loc−1 ∪ Ex)(n−1 )

The (n−1) exponent indicates n−1 compositions, which are guaranteed to establish the
property of transitivity for the view [10]; it is necessary to have the view in a closed transitive
form, in order to be able to answer questions such as ‘which entities are related to entity x?’ in
O(logn) instead of O(n2) times, where n = 110 000 is the count of known semantic entities.
Alternatively, a more efficient methodology, targeted especially to sparse relations, can be
utilized to ensure transitivity [9]. Based on the semantics of the participating relations, it is
easy to see that T is ideal for the determination of the topics that an entity may be related
to, and consequently for the analysis of multimedia content based on its mapping to semantic
entities through the index.

The notion of context

When using an ontological description, it is the context of a term that provides its truly intended
meaning. In other words, the true source of information is the co-occurrence of certain entities
and not each one independently. Thus, in the process of content analysis we will have to use
the common meaning of semantic entities in order to best determine the topics related to each
examined multimedia document. We will refer to this as their context; in general, the term
context refers to whatever is common among a set of elements. Relation T will be used for
the detection of the context of a set of semantic entities, as explained in the remaining of this
subsection.

As far as the second phase of the DECO and the DTC are concerned, a document d is
represented only by its mapping to semantic entities via the semantic index. Therefore, the
context of a document is again defined via the semantic entities that are related to it. The fact
that relation T is (almost) an ordering relation allows us to use it in order to define, extract and
use the context of a document, or a set of semantic entities in general.

Relying on the semantics of relation T , we define the context K (s) of a single semantic
entity s ∈ S as the set of its antecedents in relation T , where S is the set of all semantic entities
contained in the ontology. More formally, K (s) = T (s), following the standard superset–subset
notation from fuzzy relational algebra [9]. Assuming that a set of entities A ⊆ S is crisp, i.e.
all considered entities belong to the set with degree one, the context of the group, which is
again a set of semantic entities, can be defined simply as the set of their common antecedents:

K (A) =
⋂

K (si ), si ∈ A

Obviously, as more entities are considered, the context becomes narrower, i.e. it contains fewer
entities and to smaller degrees:

A ⊃ B → K (A) ⊆ K (B)

When the definition of context is extended to the case of fuzzy sets of semantic entities, this
property must still hold. Taking this into consideration, we demand that, when A is a normal
fuzzy set, the ‘considered’ context K(s) of s, i.e. the entity’s context when taking its degree of
participation in the set into account, is low when the degree of participation A(s) is high, or
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when the context of the crisp entity K (s) is low. Therefore:

cp(K(s))=cp(K(s))∩ (S · A(s))

where cp is an involutive fuzzy complement. By applying de Morgan’s law, we obtain:

K(s)=K(s) ∪ cp(S · A(s))

Then the overall context of the set is again easily calculated as:

K(A) = ⋂
K(si ), si ∈ A

Considering the semantics of the T relation and the process of context determination, it is easy
to realize that when the entities in a set are highly related to a common meaning, the context
will have high degrees of membership for the entities that represent this common meaning.
Therefore, the height of the context h(K (A)), i.e. the greatest membership degree that appears
in it, may be used as a measure of the semantic correlation of entities in set A. We will refer
to this measure as intensity of the context.

Fuzzy hierarchical clustering and topic extraction

Before detecting the topics that are related to a document d, the set of semantic entities that
are related to it needs to be clustered, according to their common meaning. More specifically,
the set to be clustered is the support of the document:

0+d = {s ∈ S : I (s, d) > 0}

where I:S → D is the index and D is the set of indexed documents.
Most clustering methods belong to either of two general categories, partitioning and hierar-

chical. Partitioning methods create a crisp or fuzzy clustering of a given data set, but require
the number of clusters as input. Since the number of topics that exist in a document is not
known beforehand, partitioning methods are inapplicable for the task at hand; a hierarchical
clustering algorithm needs to be applied. Hierarchical methods are divided into agglomerative
and divisive. Of those, the first are more widely studied and applied, as well as more robust.
Their general structure, adjusted for the needs of the problem at hand, is as follows:

1. When considering document d , turn each semantic entity s ∈ 0+ d into a singleton, i.e. into
a cluster c of its own.

2. For each pair of clusters c1, c2 calculate a degree of association CI(c1,c2). The CI is also
referred to as cluster similarity measure.

3. Merge the pair of clusters that have the best CI. The best CI can be selected using the max
operator.

4. Continue at step 2 until the termination criterion is satisfied. The termination criterion most
commonly used is the definition of a threshold for the value of the best degree of association.
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The two key points in hierarchical clustering are the identification of the clusters to merge
at each step, i.e. the definition of a meaningful measure for CI, and the identification of the
optimal terminating step, i.e. the definition of a meaningful termination criterion.

When clustering semantic entities, the ideal association measure for two clusters c1, c2 is
one that quantifies their semantic correlation. In the previous we have defined such a measure:
the intensity of their common context h(K (c1 ∪ c2)). The process of merging should terminate
when the entities are clustered into sets that correspond to distinct topics. We may identify
this case by the fact that no pair of clusters will exist with a common context of high intensity.
Therefore, the termination criterion shall be a threshold on the CI.

This clustering method, being a hierarchical one, will successfully determine the count of
distinct clusters that exist in 0+d . Still, it is inferior to partitioning approaches in the following
senses:

1. It only creates crisp clusters, i.e. it does not allow for degrees of membership in the output.
2. It only creates partitions, i.e. it does not allow for overlapping among the detected clusters.

Both of the above are great disadvantages for the problem at hand, as they are not compatible
with the task’s semantics: in real life, a semantic entity may be related to a topic to a degree other
than 1 or 0, and may also be related to more than one distinct topics. In order to overcome such
problems, we apply a method for fuzzification of the partitioning. Thus, the clusters’ scalar
cardinalities will be corrected, so that they may be used later on for the filtering of misleading
entities.

Each cluster is described by the crisp set of semantic entities c ⊆ 0+ d that belong to it.
Using those, we may construct a fuzzy classifier, i.e. a function Cc that measures the degree
of correlation of a semantic entity s with cluster c. Obviously a semantic entity s should be
considered correlated with c, if it is related to the common meaning of the semantic entities in
it. Therefore, the quantity

Cor1 (c,s) = h(K(c ∪ {s}))

is a meaningful measure of correlation. Of course, not all clusters are equally compact; we may
measure cluster compactness using the similarity among the entities they contain, i.e. using the
intensity of the clusters’ contexts. Therefore, the aforementioned correlation measure needs to
be adjusted, to the characteristics of the cluster in question:

Cc(s) = Cor1(c, s)

h(K (c))
= h(K (c ∪ {s}))

h(K (c))

Using such classifiers, we may expand the detected crisp partitions, to include more semantic
entities and to different degrees. Partition c is replaced by cluster c fuzzy:

c fuzzy =
∑

s∈ 0+d

s/Cc(s)

Obviously c fuzzy ⊇ c.
The process of fuzzy hierarchical clustering has been based on the crisp set 0+d, thus ignoring

fuzziness in the semantic index. In order to incorporate this information when calculating the
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‘final’ clusters that describe a document’s content, we adjust the degrees of membership for
them as follows:

c final(s) = t(c fuzzy(s), I (s, d)), ∀s ∈ 0+d

where t is a t-norm. The semantic nature of this operation demands that t is an Archimedean
norm [11]. Each one of the resulting clusters corresponds to one of the distinct topics of the
document. Finally, once the fuzzy clustering of entities in a multimedia document’s indexing
has been performed, DTC and DECO can use the results in order to produce their own semantic
output.

In order for DTC to determine the topics that are related to a cluster cfinal, two things need
to be considered: the scalar cardinality of the cluster |cfinal| and its context. Since context has
been defined only for normal fuzzy sets, we need to first normalize the cluster as follows:

cnormal(s) = c final(s)

h(c final(s))
, ∀s ∈ 0+d

Obviously, semantic entities that are not contained in the context of cnormal cannot be considered
as being related to the topic of the cluster. Therefore:

RT (c final) ⊆ RT *(c normal) = w(K (cnormal))

where w is a weak modifier. Modifiers, which are also met in the literature as linguistic hedges,
are used to adjust mathematically computed values so as to match their semantically anticipated
counterparts.

In the case where the semantic entities that index document d are all clustered in a unique
cluster c final, then RT (d) = RT *(cnormal) is a meaningful approach. On the other hand, when
multiple clusters are detected, then it is imperative that cluster cardinalities are considered as
well.

Clusters of extremely low cardinality probably only contain misleading entities, and there-
fore need to be ignored in the estimation of RT (d). On the contrary, clusters of high cardinality
almost certainly correspond to the distinct topics that d is related to, and need to be considered
in the estimation of RT (d). The notion of ‘high cardinality’ is modelled with the use of a ‘large’
fuzzy number L(·). L(a) is the truth value of the proposition ‘a is high’, and, consequently,
L(|b|) is the truth value of the preposition ‘the cardinality of cluster b is high’.

The set of topics that correspond to a document is the set of topics that correspond to each
one of the detected clusters of semantic entities that index the given document.

RT (d) = c final ∈ G(RT (c final))

where ∪ is a fuzzy co-norm and G is the set of fuzzy clusters that have been detected in d.
The topics that are related to each cluster are computed, after adjusting membership degrees
according to scalar cardinalities, as follows:

RT (c final) = RT *(cnormal) · L(|c final|)

It is easy to see that RT (s,d) will be high if a cluster cfinal, whose context contains s, is detected
in d, and additionally, the cardinality of cfinal is high and the degree of membership of s in










































